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CHAPTER 5 

Data Flow Testing 

Data flow testing is a specialized method of structural testing that emphasizes tracking how 

variables within a program are defined and used. Unlike what the name might suggest, it has no 

relation to data flow diagrams used in design. Instead, it focuses on understanding and verifying 

the flow of data through code via the variables' lifecycles. 

Overview of Data Flow Testing: 

1. Key Focus: Data flow testing examines the points in the code where variables are assigned 

values (defined) and where these values are utilized (used or referenced). It aims to identify 

issues in how data is handled, like incorrect initialization or using a variable before it’s assigned 

a value. 

2. Purpose: The main goal is to ensure that the interactions and dependencies involving data 

within the program are correct and efficient, thus helping to identify potential anomalies in the 

handling of data. 

 
What is Data Flow Testing? or Define Data Flow Testing. 

Data flow testing refers to forms of structural testing that focus on the points at which variables 

receive values and the points at which these values are used (or referenced). 

Data flow testing is a software testing technique that focuses on examining how data moves 

through a program. It’s a white-box testing method, meaning it relies on the internal structure of 

the code. 

 

 



Characteristics of Data Flow Testing 

Data flow testing is a detailed method of structural testing aimed at examining how data is handled 

within software applications. It looks specifically at the lifecycle of variables from their 

initialization to their final use in computations. Some key characteristics of data flow testing are: 

1. Definition and Use of Variables: Data flow testing focuses on the points in the code when 

variables are defined (given a value) and where these values are subsequently used. This can 

include checking variables in conditions, calculations, or as arguments in function calls. 

2. Detection of Anomalies: The primary aim is to detect data flow anomalies, which can indicate 

faults in the program. These include situations where a variable is defined but never used, used 

before it is defined, or redefined without any subsequent use before another definition. 

3. Program Graphs: It utilizes program graphs to visually represent the flow of data through the 

program. These graphs help in tracing the sequence of events that affect data, making it easier 

to spot potential issues. 

4. Static Analysis: Data flow testing often involves static analysis, meaning it analyzes the code 

without actually executing the program. This allows for detecting certain types of errors and 

inefficiencies in code handling of data statically. 

5. Complexity in Manual Execution: Due to the detailed nature of tracking each variable’s flow 

through software, data flow testing can be complex and time-consuming, especially without 

the help of sophisticated tools. 

6. Suitability for Object-Oriented Code: This type of testing is particularly effective for object-

oriented programming, where the interactions between methods and objects involve numerous 

variable definitions and uses. 

7. Complementary to Other Testing Methods: While it can be used as a standalone testing 

approach, data flow testing is often most effective when used in conjunction with other testing 

types like path testing. It provides an additional layer of assurance by focusing on aspects of 

the code's logic specifically related to data handling. 

8. Coverage Metrics: Data flow testing includes various coverage metrics to assess the extent of 

testing. These metrics evaluate how thoroughly the data-related aspects of the program code 

are tested, ensuring that all potential data interactions are examined. 

9. Tool Dependency: Effective data flow testing can depend significantly on the availability of 

tools due to its complexity, especially for larger codebases. The lack of commercial tools may 

limit its use in some environments. 

10. Enhanced Debugging and Maintenance: By identifying how data moves and changes within 

a program, data flow testing helps pinpoint where errors occur, making debugging easier and 

helping maintain the code more effectively. 

Benefits of Data Flow Testing 

1. It identifies define/use issues such as unused variables, uninitialized variables, and redundant 

definitions. 

2. It improves code quality by ensuring that all parts of the program contribute to its functionality. 

3. It makes debugging easier by pinpointing the exact locations of data-related errors in the code. 

4. It helps in understanding the flow of data through the program, which can be especially useful 

in complex systems. 



5. It ensures comprehensive testing coverage by focusing on the interaction between variable 

definitions and uses. 

6. It allows for static analysis to find faults without executing the program, which can save time 

and resources. 

7. It is useful in maintenance phases to check that changes in the code do not introduce new data 

flow anomalies. 

8. It can lead to performance optimizations by highlighting unnecessary data processing steps. 

 

Challenges or Limitations of Data Flow Testing 

1. Setting up data flow tests can be complex especially in large applications with extensive data 

interactions. 

2. It consumes significant computational resources particularly in large code bases. 

3. Manually conducting data flow testing is labor-intensive and prone to errors especially in 

identifying and tracing all relevant data paths.  

4. There are limited commercial tools available that fully support data flow testing, which can 

hinder its adoption and effective implementation. 

5. Requires a deep understanding of the program’s architecture and data handling, demanding 

high expertise from testers. 

6. Integrating data flow testing into existing testing frameworks may be challenging and require 

significant adjustments to workflows. 

7. The process of tracing and analyzing all potential data paths in the code is time-consuming, 

which can extend the testing phase. 

 

5.1.4 Types of Data Flow Testing 

Data flow testing focuses on the various points in a program where variables are defined, used, 

and potentially modified. It’s a form of structural testing that helps in identifying how data values 

are manipulated across a program’s execution. There are two primary types of data flow testing: 

1. Definition-Use Testing (Define-Use Testing): Definition-Use Testing revolves around 

tracking the points in the code where variables are defined (assigned a value) and subsequently 

used (where the value is accessed or modified). This type of testing helps uncover anomalies 

or bugs that may occur due to incorrect or unintended use of variable values within the 

application. It is particularly useful for ensuring that data integrity is maintained throughout 

the execution process. 

2. Slice-Based Testing: Slice-Based Testing involves dividing the program into “slices,” each 

focusing on a specific computation or functionality based on the program’s data flow. Each 

slice is a subset of the program that captures the behavior with respect to a certain set of 

variables at a specific point of computation. This method can simplify understanding and 

debugging by isolating relevant parts of the code that affect the output related to the selected 

variables. 



What is Define–Use Testing? 

Define-Use Testing is a type of structural testing focused on ensuring the correct use of variables 

within a program. It examines the relationships between where variables are defined (assigned 

values) and where those values are used in the program. This form of testing is highly detailed and 

aids in identifying potential issues such as the use of uninitialized variables or the improper use of 

variable values, which might lead to bugs or unexpected behaviors in the software. 

Key Concepts and Definitions 

Key concepts and definitions in define/use testing include: 

 

1. Defining Node (DEF(v, n)) 

 Definition: A node n in the program graph where the variable v is assigned or redefined. 

 Meaning: At a defining node, the program modifies the value of variable v. This change 

affects the state of v used in subsequent computations or decisions. 

 Example: In the statement x = 5;, x is assigned the value 5. This line is the defining node 

for x because it establishes x's value. 

 

2. Usage Node (USE(v, n)) 

 Definition: A node n in the program graph where the value of the variable v is accessed 

to influence computations or decisions but not modified. 

 Meaning: Usage nodes involve reading the variable v to execute calculations or control 

structures. They are critical for verifying that the value of v is being utilized correctly. 

 Example: In the statement y = x + 1;, x is accessed to compute y. This line is a usage 

node for x because x influences the calculation but its value remains unchanged. 

 

3. Predicate Use (P-use) 

 Definition: A specific type of usage node where the variable v is part of a condition that 

determines the control flow of the program. 

 Meaning: Predicate uses are crucial in decision-making structures, where the program’s 

path can change based on the variable’s value. 

 Example: In if (x > 0) { // actions }, x is evaluated in a conditional expression. If x is 

greater than 0, the program executes the code within the block. This usage of x is a 

predicate use because it influences the flow of execution based on its value. 

 



4. Computation Use (C-use) 

 Definition: A type of usage node where v is used in calculations or operations that 

contribute to the program’s computational results but do not alter its control flow. 

 Meaning: Computation uses highlight how data is manipulated to produce new values or 

results within the program. 

 Example: In the statement total = price * quantity;, both price and quantity are involved 

in calculating total. This usage of price and quantity is considered computation use 

because they determine the value of total without affecting the decision paths of the 

program. 

 

5. Definition/Use Path (du-path) 

 Definition: Paths within the program graph that originate at a definition of v and 

terminate at a usage of v. 

 Meaning: Du-paths help in understanding how data flows from its point of definition to 

where it is utilized, highlighting the lifecycle of variable usage within the program. 

 Example: Assuming x is defined as x = 5 at the start of a function and later used in if (x 

> 0), the path from x = 5 to if (x > 0) forms a du-path, tracing x's impact from definition 

to a critical decision point. 

 

6. Definition-Clear Path (dc-path) 

 Definition: A du-path where v does not undergo any intermediate redefinitions between 

its initial definition and its subsequent use. 

 Meaning: Dc-paths ensure that the value of v remains unchanged from its definition to its 

usage, crucial for validating that operations are performed on intended data states. 

 Example: If x = 5 is directly followed by y = x + 1 without x being reassigned in between, 

the path from x = 5 to y = x + 1 is a dc-path. This ensures the value of x used in calculating 

y is exactly as initially defined, promoting reliability in data handling. 

 

Example 1: Def-Use 

Let's create a table that represents the data flow aspects of the function calculateScore. We will 

analyze the DEF, USE, P-use, and C-use points for each line of code: 



Line Code DEF USE C-use P-use 

Line 1 int calculateScore(int grade, int bonus){     

Line 2 int score; score    

Line 3 score = grade; score grade grade  

Line 4 if (grade > 90)  grade  grade 

Line 5 score += bonus; score score, bonus score, bonus  

Line 6 return score;  score score  

Explanations: 

1. DEF (Definition): 

This column identifies where variables are defined or assigned values within the function. 

 score is first declared in line 2 and then assigned a value from grade in line 3. 

 score is updated again in line 5 where it's modified based on the bonus. 

2. USE (Usage): 

This column shows where variables are read or used in computations. 

 grade is used in line 3 to assign a value to score. 

 grade is also used in line 4 to check the condition. 

 score and bonus are both used in line 5 to update score. 

 score is used again in line 6 when it's returned by the function. 

3. P-use (Predicate Use): 

Indicates uses of variables in decisions that affect the control flow (predicate statements). 

 grade is used as a predicate in line 4 to decide whether to add the bonus to the score. 

 



4. C-use (Computation Use): 

Shows where variables contribute directly to computation values but do not control the flow. 

 grade directly contributes to setting score in line 3. 

 score and bonus are used in a computation to update score in line 5. 

 score is used in the final computation that produces the output in line 6. 

5. du-path (Definition/Use Path): 

 From score's definition in line 2 to its use in line 3. 

 From score's definition in line 3 to its use in line 5 and finally in line 6. 

 From grade's parameter definition to its use in line 3 and the predicate in line 4. 

 From bonus's definition as a parameter to its use in line 5. 

 

6. dc-path (Definition-Clear Path): 

 From score's definition in line 3 directly to its first use in line 5 without intermediate 

redefinition of score (ignoring the sequential update within line 5). 

 

Example 2: Def-Use Table 

Line Number Code Definition C-use P-use 

Line 1 read(x, y) x, y   

Line 2 z = x + 2 z x  

Line 3 if (z < y)   z, y 

Line 4 w = x + 1 (True) w x  

Line 5 y = y + 1 (False) y y  

Line 6 print(x, y, w, z)  x, y, w, z  

 

 

 



 Node 1: read(x, y) 

 Node 2: z = x + 4 

 Node 3: if (z < y) — decision point 

o T (True) → Node 4: w = x + 1 

o F (False) → Node 5: y = y + 1 

 Node 6: print(x, y, w, z) — end 

 

Define/Use Test Coverage Metrics 

The hierarchy shown in the diagram illustrates the various levels of test coverage metrics from 

the least comprehensive to the most comprehensive in terms of data flow coverage in software 

testing. 

 



This hierarchical arrangement shows that as we move up the hierarchy, the coverage becomes 

more detailed and includes more scenarios and paths. Each level builds upon the one below it, 

adding additional complexity and breadth to the testing requirement. 

1. All-Nodes (AN) 

Coverage: Ensures that every node (or statement) in the program graph is executed at 

least once. 

Example: If there is a function with five different statements, each statement must be 

executed during the test, regardless of the paths taken to reach them. 

2. All-Edges (AE) 

Coverage: Requires every edge in the program graph to be traversed at least once. 

Example: In a function with conditional statements leading to different branches, each 

branch (edge) must be traversed. 

3. All P-Uses (APU) 

Coverage: All-P-Uses coverage is a testing criterion that requires exercising all predicate 

uses (P-uses) of variables in the program. It ensures that every decision point influenced 

by variable values is tested to validate the program’s decision-making logic. 

Example: All conditions in which a variable influences the control flow of the program 

must be tested. Predicate uses (P-uses) are scenarios where a variable’s value determines 

the execution path taken in decision-making statements such as if-conditions, while-

loops, for-loops, and case statements. 

4. All-Defs (AD) 

Coverage: Requires that for every variable definition, there must be at least one path that 

covers the definition to some use of the variable. 

Example: If x = 5, there must be a test case that follows the path from this definition to its 

first use. 

5. All C-Uses/Some P-Uses (ACU+P) 

Coverage: Requires all computation uses (C-uses) of all variables to be tested, and at least 

some of the predicate uses (P-uses). 

Example: Every computation involving variables must be tested, and some decision paths 

that use these variables in their conditions must also be tested. 



6. All P-Uses/Some C-Uses (APU+C) 

Coverage: All predicate uses (P-uses) of variables are tested, and some computation uses (C-

uses). 

Example: All decision branches influenced by variables are tested, along with some of their 

calculations. 

7. All-Uses (AU) 

Coverage: Ensuring every possible use of every variable from every one of its definitions is 

tested. Combines and extends the coverage of both All-C-Uses/Some P-Uses and All-P-

Uses/Some C-Uses. 

Example: If variable x is defined at point A and used at point B, there should be a test case 

that covers the path from the definition at A to the use at B. 

8. All-DU-Paths (ADUP) 

Coverage: Requires that every definition-use path (DU-path) for every variable is executed, 

ensuring comprehensive coverage of variable flows. 

Example: Every possible path from the point a variable is defined until it is used must be 

tested, covering all possible flows of that variable. 

9. All-Paths (AP) 

Coverage: The most comprehensive, requiring every possible path through the program to be 

executed. 

Example: Every possible route through the software from start to finish is tested, covering 

all conceivable scenarios and edge cases. 

 

5.2.3 How Def-Use Testing Works? 
Def-Use Testing, or Definition-Use Testing, is a type of software testing that focuses on the 

interaction and relationship between the points in a program where variables are defined 

(assigned values) and the points where those values are used (referenced). It aims to ensure that 

the paths between these points are free from defects that could affect the program's execution and 

results. 

How Def-Use Testing Works? 

1. Identify Variables: The first step is to identify all the variables used within the codebase 

that are relevant to the test. 



2. Construct a Program Graph: Create a program graph where nodes represent statements 

or statement fragments, and edges represent the flow of control. This graph helps visualize 

how data flows through the program. 

3. Determine Definition Points (DEF): Locate all the points in the code where each variable 

is defined. These are the nodes in the program graph where variables receive their values. 

Definitions could be through initializations, assignments, or through input read operations. 

4. Identify Usage Points (USE): Identify all points where these variables are used. Uses can 

be in calculations (computation uses or C-use), or as part of conditions that influence the 

flow of execution (predicate uses or P-use). 

5. Trace Du-Paths: For each variable, trace all paths from each definition point to each usage 

point in the program graph. These paths are known as definition-use paths (du-paths). Each 

path represents a potential route through the program that the execution might take, 

depending on inputs and conditions. 

6. Identify Definition-Clear Paths (dc-paths): Among du-paths, identify those that do not 

have any intermediate redefinitions of the variable before it is used. These dc-paths ensure 

that the value used at the usage point is exactly the value assigned at the definition point 

without any modification. 

7. Test Each Path: Design test cases to execute each du-path and dc-path identified. This 

involves crafting inputs and conditions that cause the program to follow these paths during 

execution. Each test should verify that the program behaves correctly along these paths, 

with particular attention to ensuring the correct values are transferred from definitions to 

uses. 

8. Analyze Results: Assess the outcomes of the tests to confirm that all variable interactions 

are correct and that the software handles all defined and used values appropriately across 

different paths. 

 

Advantages and Disadvantages of Def-Use Testing 

 

Advantages of Def-Use Testing 

1. Enhanced Coverage: 

Def-Use Testing goes beyond simple code coverage by ensuring that all paths involving 

the definition and use of variables are tested. This can reveal data-specific bugs that 

might not be uncovered by less detailed testing approaches. 

2. Early Bug Detection: 

By focusing on the flow of data within the application, Def-Use Testing can identify 

issues related to variable initialization, scope, and sequence of operations early in the 

development cycle. 

3. Improved Code Quality: 

This testing approach encourages developers to pay close attention to how data is 

manipulated and transferred across the application, leading to more robust and error-free 

code. 



4. Supports Debugging: 

Since Def-Use Testing maps out how variables are used throughout a program, it can be 

an excellent tool for debugging, helping developers understand where things might go 

wrong. 

5. Facilitates Regression Testing: 

Once a Def-Use path is established and tested, any future changes that affect these paths 

can be quickly identified and retested, making it easier to manage regression testing. 

 

Disadvantages of Def-Use Testing 

1. Complexity: 

Creating and managing the program graph for larger applications can be highly complex 

and time-consuming. Identifying all relevant Def-Use paths in a large codebase often 

requires sophisticated tool support. 

2. High Overhead: 

The level of detail involved in tracing all possible paths from definitions to uses can lead 

to significant testing overhead in terms of time and resources, making it less suitable for 

projects with tight deadlines. 

3. Requires Deep Understanding of the Code: 

To effectively implement Def-Use Testing, testers and developers must have a deep 

understanding of the code’s structure and logic. This high knowledge requirement can be 

a barrier for new team members or those unfamiliar with the code. 

4. Tool Dependency: 

Effective Def-Use Testing often relies on specialized tools that can analyze and visualize 

complex program graphs. These tools can be expensive and may have a steep learning 

curve. 

5. Limited to Available Code: 

As a form of white-box testing, Def-Use Testing can only be performed when the source 

code is available. It’s not applicable to black-box testing scenarios where internal code 

structures are not accessible. 

6. Does Not Cover Non-Functional Testing: 

This method primarily assesses the correctness of program execution concerning data 

flow and does not address non-functional aspects such as performance, usability, or 

scalability. 

Example – The Commission Problem using Define-Use Testing 

We will use the commission problem and its program graph to illustrate these definitions. The 

numbered pseudocode and its corresponding program graph are shown in Figure 4.1. This 

program computes the commission on the sales of the total numbers of locks, stocks, and barrels 

sold. The while loop is a classic sentinel-controlled loop in which a value of -1 for locks signifies 

the end of sales data. The totals are accumulated as the data values are read in the while loop. 

After printing the preliminary information, the sales value is computed, using the constant item 



prices defined at the beginning of the program. The sales value is then used to compute the 

commission in the conditional portion of the program. 

 

 

 

 

 



Variable Definitions and Usages 

Table lists the define and usage nodes for the variables in the commission problem. We use this 

information in conjunction with the program graph in Figure 4.1 to identify various definition-

use and definition-clear paths. It is a judgment call whether non-executable statements such as 

constant and variable declaration statements should be considered as defining nodes. 

Define/Use Nodes for Variables in Commission Problem 

Variable Defined at Node Used at Node 

lockPrice 7 24 

stockPrice 8 25 

barrelPrice 9 26 

totalLocks 10, 16 16, 21, 24 

totalStocks 11, 17 17, 22, 25 

totalBarrels 12, 18 18, 23, 26 

locks 13, 19 14, 16 

Stocks 15 17 

Barrels 15 18 

lockSales 24 27 

stockSales 25 27 

barrelSales 26 27 

Sales 27 28, 29, 33, 34, 37, 38 

Commission 31, 32, 33, 36, 37, 38 32, 33, 37, 42 

Example DU Paths from the Provided Graph: 

1. DU Path for totalLocks: 

 Defined at Node 16 (totalLocks = totalLocks + locks) 

 Used at: 

o Node 21 (Output("Locks sold", totalLocks)) 

o Node 24 (lockSales = lockPrice * totalLocks) 

 Path: 16 → 21, 24 

 

2. DU Path for commission: 

 Path 1: Defined at Node 31, Used at 32, 33, and Finally at 42. 

 Path 2: Defined at Node 36, Used at 37 and Finally at 42. 

 Path 3: Defined at Node 39, Used at 42. 

 

 



DC Paths (Definition-Clear Paths) 

DC paths are special types of DU paths where the variable, once defined, does not undergo any 

redefinition before its use. These paths ensure that the value used is exactly the one initially 

defined, with no intermediate modifications that could alter the behavior or outcome. 

 

Example DC Paths from the Provided Graph: 

1. DC Path for sales: 
o Defined at Node 27 (sales = lockSales + stockSales + barrelSales) 

o Used at Node 28, 29 without redefinition in between. 

This ensures that the calculations of commission based on sales at subsequent nodes (32, 33, 37, 

39) are based on the same sales value computed at Node 27. 

 

Comprehensive Analysis of All Paths 

To identify all DU and DC paths effectively, each variable’s definition and use points need to be 

traced through the program’s flow. For each variable: 

 Trace from every definition point to all possible use points without crossing another 

definition of the same variable (for DC paths). 

 Trace from definition to use, even if the variable is redefined along the path (for DU 

paths). 

For a thorough testing strategy, every such path should be verified to ensure it behaves as 

expected under various conditions, including edge cases and potential error conditions. This 

approach not only helps in validating the logic but also aids in uncovering hidden bugs related to 

data handling. 

 

Applying Def-Use Testing 

By tracing these variable flows from their points of definition to their points of use, testers can 

ensure that each path is correct and all potential interactions are accounted for. For example, 

testing the path for sales, starting from its computation at node 27 through its multiple uses in 

commission calculations, involves validating that the sales values are accurately calculated and 

correctly influence the commission outcomes under different sales conditions. This would 

require creating test cases that: 

 Validate correct sales calculations from nodes 24, 25, 26 to node 27. 



 Ensure the commission is calculated correctly based on the sales values through various 

branches (node 32 for sales ≤ 1000, node 33 for sales between 1000 and 1800, and node 

37 for sales > 1800). 

Each path would be tested to verify that no intermediate redefinitions incorrectly alter the 

expected outcomes, thus ensuring the integrity of the computation across different parts of the 

program. This structured approach highlights how data flow testing provides a comprehensive 

examination of the software's logical flow, enhancing reliability and correctness. 

 

5.3 Slice-Based Testing 

Key Concepts: 

1. Program Slice: 
o A subset of a program that potentially affects the values computed at certain 

points. 

o It helps in identifying the relevant portions of the code that contribute to the 

outputs at specific locations. 

2. Slicing Criterion: 
o It consists of a variable of interest and a specific statement or line number in the 

program. 

o It is used to determine which parts of the code should be included in the slice. 

 

What is Slice-Based Testing? 

Slice-Based Testing is a software testing technique that involves isolating and testing specific 

portions or “slices” of a program’s code that impact the values computed at particular points of 

interest known as slicing criteria. These slices typically include all code segments that contribute 

to the outcome based on variables and program locations specified in the slicing criterion. 

The primary goal of slice-based testing is to focus testing efforts on critical parts of the program 

that influence specific results, thereby reducing the complexity of testing the entire program and 

improving test effectiveness. 

In simple words: 
Slice-based testing, also known as program slicing, is a software testing technique that focuses 

on specific portions of the code relevant to a particular variable or output value. 

 

 



Example – Slice-Based Testing 

Consider a simple program that calculates the total cost of items purchased, including tax, based 

on various inputs: 

1. int calculateTotalCost(int price, int quantity, float taxRate) { 

2.     int subtotal = price * quantity;       // Calculates the subtotal 

3.     float taxAmount = subtotal * taxRate;  // Calculates the tax amount 

4.     int totalCost = subtotal + (int)taxAmount; // Calculates the total cost 

5.     print("Subtotal: ", subtotal); 

6.     print("Tax: ", taxAmount); 

7.     print("Total Cost: ", totalCost); 

8.     return totalCost; 

9. } 

10.  

11. int main() { 

12.     int finalCost = calculateTotalCost(100, 2, 0.05); 

13.     print("Final Purchase Cost: ", finalCost); 

14.     return 0; 

15. } 

 

Steps in Slice-Based Testing: 

1. Identify the Slicing Criterion: 
o The variable of interest is totalCost. 

o Point of Interest: Line 4, where totalCost is calculated. 

2. Determine the Program Slice: 

The relevant code that affects totalCost includes: 

 a) Calculation of subtotal on line 2. 

 b) Calculation of taxAmount on line 3. 

 c) Addition of subtotal and taxAmount to form totalCost on line 4. 

3. Construct the Slice: 

Extract the lines of code that directly contribute to the slicing criterion: 

2. int subtotal = price * quantity; 

3. float taxAmount = subtotal * taxRate; 

4. int totalCost = subtotal + (int)taxAmount; 

 



4. Create Test Cases: 

Test Case 1: 

 Input: price = 100, quantity = 2, taxRate = 0.05 

 Expected Output: totalCost = 210 

 Rationale: Subtotal is 200, tax is 10, so total cost should be 210. 

Test Case 2: 

 Input: price = 50, quantity = 4, taxRate = 0.10 

 Expected Output: totalCost = 220 

 Rationale: Subtotal is 200, tax is 20, so total cost should be 220. 

These steps ensure that the critical functionality involving the computation of totalCost is 

rigorously tested, isolating the specific computations for targeted verification. This approach 

simplifies testing, making it more focused and efficient, particularly for verifying the correctness 

of calculations within the program. 

 

5.3.1 Characteristics or Features of Slice Based Testing 

Slice-based testing is a specialized approach within software testing focused on analyzing 

specific “slices” of code related to certain variables or conditions. The key characteristics or 

features of slice-based testing are: 

1. Slicing Criterion: Testing revolves around a specific variable or set of variables that 

influence the program’s behavior at a certain point or over a section of the program. The slicing 

criterion typically includes the variable of interest and the specific location in the code. 

2. Program Slices: A slice is a subset of a program that includes all the statements that could 

affect the values of the variables in the slicing criterion at specific points. It isolates the parts of 

code that are directly relevant to the criterion. 

3. Data Flow Analysis: Slice-based testing relies heavily on data flow analysis to determine how 

data moves through the program and which parts of the program are affected by and affect the 

slicing criterion. 

4. Static and Dynamic Slicing: 

 Static Slicing: Analyzes the program’s source code without executing it, providing slices 

based on potential data flow. 

 Dynamic Slicing: Generates slices based on actual execution paths and runtime data, 

which are specific to a particular execution instance. 



5. Reduction of Complexity: By focusing on slices, testers can reduce the complexity of the test 

environment and concentrate on verifying specific functionalities without the overhead of the 

entire program’s context. 

6. Error Localization: Facilitates precise error localization within the slice under test, making it 

easier to detect where exactly defects are occurring within the subset of the program being 

analyzed. 

7. Efficiency in Regression Testing: Especially useful in regression testing where changes to 

the code base are verified to ensure that new updates have not introduced new bugs into 

previously tested slices of the program. 

8. Integration with Other Testing Techniques: Often used in conjunction with other testing 

techniques to ensure comprehensive coverage. While slice-based testing targets specific 

functionalities, other tests can cover areas outside the scope of slices. 

9. Tool Dependent: The generation and analysis of slices typically require specialized tools that 

can perform static or dynamic analysis and manage the complexities involved in isolating slices 

effectively. 

10. Focused on Functional Dependencies: Emphasizes testing the functional dependencies 

within the code, particularly how specific variables or operations influence the behavior of the 

system. 

These characteristics make slice-based testing a powerful tool for dealing with complex software 

systems, particularly in modular or object-oriented environments where understanding 

interactions and dependencies can be critical for ensuring correct behavior. 

 

Importance or Benefits of Slice-Based Testing 

Slice-Based Testing offers several important benefits in software testing: 

1. Focused Testing: By isolating and testing specific slices of code, this technique allows testers 

to concentrate their efforts on critical parts of the program that directly impact the desired 

outcomes. This focused approach enhances the effectiveness of testing by targeting key areas. 

2. Reduced Complexity: Testing the entire program can be complex and time-consuming. Slice-

Based Testing simplifies the testing process by breaking down the program into smaller, 

manageable slices, making it easier to understand and test individual components. 

3. Improved Debugging: By testing slices of code that contribute to specific results, identifying 

and debugging errors becomes more efficient.Testers can pinpoint issues in the relevant parts of 

the program, leading to quicker resolution of defects. 



4. Enhanced Test Coverage: Since slice-based testing targets specific parts of the program, it 

helps ensure that critical areas are thoroughly tested. This approach can improve test coverage by 

focusing on the most important aspects of the software. 

5. Cost-Effective Testing: By prioritizing testing efforts on essential program components, 

slice-based testing can optimize resource allocation and reduce unnecessary testing of less 

critical areas. This can result in cost savings for the testing process. 

5. Cost-Effective Testing: By prioritizing testing efforts on essential program components, 

slice-based testing can optimize resource allocation and reduce unnecessary testing of less 

critical areas. This can result in cost savings for the testing process. 

 

Limitations or Disadvantages of Slice-Based Testing 
While Slice-Based Testing offers several benefits, it also has some limitations and 

disadvantages: 

1. Limited Coverage: Since slice-based testing focuses on specific parts of the program, there 

is a risk of overlooking interactions and dependencies between different slices. This may 

result in incomplete or limited test coverage, leaving certain parts untested. 

2. Difficulty in Slice Identification: Identifying the appropriate slicing criteria and 

determining the relevant slices can be challenging, especially in complex programs. 

Incorrect slicing criteria selection may lead to ineffective testing and missed defects. 

3. Maintenance Overhead: Maintaining and updating slice-based tests as the program 

evolves can be difficult job. Changes in one slice may require adjustments in related slices, 

increasing maintenance overhead and effort. 

4. Limited Scope: Slice-based testing may not be suitable for all types of software projects or 

testing scenarios. It may be less effective for systems with huge interdependencies or where 

end-to-end testing is crucial. 

5. Risk of False Positives/Negatives: Testing individual slices in isolation may result in false 

positives (passing tests despite defects) or false negatives (failing tests due to external 

factors). This can lead to inaccurate assessment of the software quality. 

6. Complexity in Integration Testing: Integrating individual slices back into the complete 

program for end-to-end testing can be complex. Ensuring that all slices work together 

seamlessly and do not introduce new issues during integration can be challenging. 

7. Tool Dependency: Effective slice-based testing often relies on advanced tools to identify 

and manage slices, which may not be readily available or it may come with high cost. 

 

Guidelines and Observations for Data Flow Testing 
Data flow testing, including both define/use testing and slice-based testing, offers a detailed 

approach to uncovering software bugs that might not be easily caught through traditional testing 

techniques. 

Here are some guidelines and observations related to these techniques: 



Guidelines for Data Flow Testing: 

1. Understand Program Structure: 
Gain a thorough understanding of the program's structure. Familiarity with the control 

flow graph of the application is crucial as it helps in identifying all potential def-use pairs 

and relevant slices. 

2. Select Appropriate Slicing Criteria: 
Define clear and meaningful slicing criteria based on the variables and conditions critical 

to the application's functionality. This will determine the effectiveness of the slice in 

isolating relevant portions of the code. 

3. Use Appropriate Tools: 
Utilize specialized tools designed for data flow analysis. These tools can automate the 

process of identifying def-use chains and generating program slices, making the testing 

process more efficient and less error-prone. 

4. Integrate with Other Testing Methods: 
Combine data flow testing with other testing techniques, such as unit testing, integration 

testing, and system testing, to enhance overall test coverage and effectiveness. 

5. Prioritize Test Cases: 
Prioritize test cases based on the complexity and criticality of the def-use paths or slices. 

Focus on paths that have a higher risk of failure or are crucial for the application’s 

performance. 

6. Regularly Update Test Cases: 
Update test cases as the software evolves. Changes in the codebase can affect existing 

def-use relationships and necessitate new slices or revised testing strategies. 

7. Document Test Cases and Results: 
Maintain detailed documentation of test cases, the rationale for their selection, and the 

outcomes. This documentation is invaluable for future testing cycles and for 

understanding the impact of changes in the code. 

 

Observations on Data Flow Testing 

1. Complexity and Cost: 
Data flow testing can be complex and costly due to the need for detailed analysis of the 

codebase and the potential for a large number of test cases, especially in large 

applications with complex logic. 

2. High Effectiveness for Certain Bugs: 
Particularly effective at finding bugs related to improper use of data, such as the use of 

uninitialized variables, incorrect updates, and violations of sequential dependencies. 

3. Tool Dependency: 
The effectiveness of data flow testing is often dependent on the quality of the tools used, 

as manual identification and testing of data flow paths can be error-prone and impractical 

in large applications. 



4. Limited by Feasibility of Paths: 
Not all identified paths may be feasible to execute due to runtime conditions or 

constraints in the code that were not apparent at compile-time. 

5. Learning Curve: 
There is a significant learning curve associated with understanding and implementing 

data flow testing effectively, particularly when dealing with complex systems or 

languages with intricate data flow characteristics. 

6. Integration with Development Processes: 
Data flow testing is most effective when integrated into the development process, 

allowing for immediate testing and bug fixing, which aligns with agile methodologies. 

These guidelines and observations can help software development and testing teams effectively 

implement and benefit from data flow testing techniques, thereby enhancing the reliability and 

robustness of their software products. 

 

 

 


